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Abstract A 34 year (1979–2012) high-resolution (7 km grid) atmospheric hindcast over the Bohai Sea and
the Yellow Sea (BYS) has been performed using COSMO-CLM (CCLM) forced by ERA-Interim reanalysis data
(ERA-I). The accuracy of CCLM in surface wind reproduction and the added value of dynamical downscaling to
ERA-I have been investigated through comparisons with the QuikSCAT Level2B 12.5 km version 3 (L2B12v3)
swath data and in situ observations. The results revealed that CCLM has a reliable ability to reproduce the
regional wind characteristics over the BYS. Added value to ERA-I has been detected in the coastal areas with
complex orography. CCLM wind quality had strong seasonal variability, with better performance in the summer
relative to ERA-I, even in the offshore areas. CCLMwas better able to represent light andmoderate winds but had
evenmore added value for strongwinds relative to ERA-I. The spatial digital filter methodwas used to investigate
the scale of the added value, and the results show that CCLM adds value to ERA-I mainly in medium scales of
wind variability. Furthermore, wind climatology was investigated, and significant increasing trends in the south
Yellow Sea especially in winter and spring were found for seasonal mean wind speeds.

1. Introduction

Wind is a fundamental element in climate systems. Wind describes climate variability and change in itself and
is a determinant factor of other environmental elements [Wan et al., 2010]. Generally, wind is generated
because of horizontal differences in air pressure, and therefore, it reflects the atmosphere circulation. Wind
also greatly influences the transfer of heat, energy, water, and momentum both in horizontal and vertical
directions, which factors greatly in land-atmosphere, ocean-atmosphere, and land-ocean interaction systems.
Specifically, marine surface winds induce ocean general circulation as well as ocean wave and upwelling and
downwelling processes and also contributes to the tide surges. The prediction of waves or storm surges
depends on the quality of surface wind conditions. From an academic point of view, it is fundamental to have
a robust wind data set and an investigation of wind variability and change, which is also of great importance to
economic and social activities. A number of human activities and applications in coastal and offshore areas are
greatly affected by marine wind conditions, especially extreme wind events, including coastal defence infra-
structure, wind farm construction, oil platform installations, shipment routing, and tourism and leisure activities.

Therefore, a long-term and homogeneous surface wind data set is necessary to derive wind statistics, including
wind variability, climate change, and extreme events. However, those types of data are generally unavailable
over marine areas.

Surface wind data can be obtained from station observations. Observation-based studies aim to accurately
investigate wind variability at local or regional levels, with the assumption that the local observation is
representative of wind conditions in some area around the site and, likewise, that the integration of local
information leads to regional wind characteristics [Jiménez et al., 2010]. Unfortunately, observational data
are sensitive to changes in observation instruments, the exposure of the observation site, recording proce-
dures, and other factors [Aguilar et al., 2003], and thus, temporal inhomogeneity prevails for many local wind
observations. Furthermore, the construction of observation stations, especially over marine areas, such as
meteorological masts or buoy stations, is too expensive and needs frequent maintenance. Some alternatives
are necessary to obtain wind data sets.

Satellite observations represent one alternative option for wind studies. With advanced satellite techniques,
ocean surface wind studies are highly enhanced because spatial wind maps from satellites provide more
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information on ocean surface winds than isolated station observations [Alvarez et al., 2013]. Scatterometer
satellites, such as the Quik Scatterometer (QuikSCAT) and advanced scatterometer, provide global wind data
with resolutions of 12–50 km and have been used to investigate the spatial and temporal variability of ocean
surface winds from regional to global levels [e.g., Risien and Chelton, 2008; Kara et al., 2009; Bentamy et al.,
2012]. However, the satellite wind data suffer from short-time records as well as irregular observations at
spatial and temporal scales. Therefore, over the past decades, there has been increasing interest in using a
numerical method to obtain long-term and homogeneous wind data sets.

Reanalysis is a method to objectively combine observations and numerical models for an integrated estimate
of the system state. The products are thought to be the best estimates of many variables, such as tempera-
ture and winds [Portoghese et al., 2013]. However, the reanalysis data sets generally have coarse resolution,
leading to a poor ability to resolve regional wind features, especially for areas with complex orography.

To achieve much finer spatial and temporal features at regional or local levels, downscaling from general circula-
tion models (GCMs) or global atmospheric reanalyses has been performed. Downscaling approaches include sta-
tistical, dynamical, and combined statistical-dynamical downscaling. For dynamical downscaling, a limited area
model or regional climate model (RCM) is employed to obtain climate variability with finer spatial and temporal
resolution of an area of interest [Hong and Kanamitsu, 2014; Xue et al., 2014]. A crucial issue related to dynamical
downscaling is whether RCM can add value to its forcing data set. In past years, great efforts have been devoted
to investigating the skill and performance of dynamical RCMs and the added value to their driving data set. The
results demonstrate that they can realistically simulate weather or climate variability and change at a range of
locations across the world, including but not limited to Europe, Africa, East Asia, and North America; however,
debate remains focused on the added value issue [Feldmann et al., 2008; Feser and von Storch, 2008; Panitz
et al., 2013; Wang et al., 2013; Lee et al., 2013, 2014; Geyer, 2014; Lee and Hong, 2014; Wang and Kotamarthi,
2014]. Furthermore, most of the studies have traditionally focused on precipitation and air temperature. When
it comes to the studies of surface winds, in recent decades, several studies have been performed on simulation
reliability as well as the added value of RCMs to their forcing data sets [Sotillo et al., 2005;Winterfeldt and Weisse,
2009; Reistad et al., 2011; Winterfeldt et al., 2011; Pryor et al., 2012; Menendez et al., 2013; Li et al., 2015].

Sotillo et al. [2005] validated the spectrally nudged regional climate simulation with the regional climate
model REMO against the NCEP1 reanalysis [Kalnay et al., 1996], and the results show that the spectrally
nudged REMO introduced a substantial enhancement over the NCEP1 reanalysis in 10m wind fields, espe-
cially over the complex orography of the Mediterranean area. Winterfeldt et al. [2011] demonstrated that
the regional model had an added value to the reanalysis wind forcing in the coastal areas of European waters
with complex orography by comparing it with QuikSCAT Level 2B 12.5 km data sets. Pryor et al. [2012]
assessed the influence of horizontal resolution on simulated wind climates over northern Europe. Their
results indicated that there is no uniform improvement for power spectra of the simulated surface winds with
an increase in model resolution, and the model resolution appears to have a greater impact on wind climate
extremes than on mean wind speeds.Menendez et al. [2013] developed two hindcast products with different
temporal and spatial resolutions over the entire Mediterranean Sea; when validated against in situ station
and satellite data, a good agreement between wind hindcasts and measurements was shown. Li et al.
[2015] validated the robustness of different reanalyses in constraining dynamical downscaling by assessing
coastal winds in East Asia and revealed that the newer generation reanalyses, such as the ERA-I [Dee et al.,
2011] and the Japanese 55 year Reanalysis [Kobayashi et al., 2015], outperform the older generation reanalysis
NCEP1 [Kalnay et al., 1996] in high-resolution downscaling applications.

In this paper, we consider the Bohai Sea (BS) and the Yellow Sea (YS) areas in East Asia (Figure 1). We use the
abbreviation BYS to refer to both BS and YS. The BS is a semienclosed sea within China, with the Liaodong
Peninsula (LDP) bordering to the east and the Shandong Peninsula (SDP) to the south. The YS is a much larger
marginal sea, which is connected to the BS to the north and to the East China Sea to the south, with the
Korean Peninsula (KP) bordering to the east and mainland China to the west. The coastal areas of the BYS
are characterized by remarkably dense populations. They are significant areas for agriculture, fisheries, indus-
try, and tourism. However, human populations and properties in these areas are greatly threatened by many
natural hazards, such as cyclones, storm surges, and extreme waves. It is imperative to comprehensively
investigate the coastal and offshore climate of the BYS; however, such a study has been unavailable until
now. This study aims to contribute to climate studies over the BYS, focusing on marine surface winds.
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In the present study, a high-resolution (approximately 7 km grid) long-term wind simulation driven by
ERA-Interim [Dee et al., 2011] (hereafter called ERA-I) is assessed by comparing it against in situ and satellite
wind observations. We determined the added value constructed by implementing the dynamical downscaling
step for the description of wind conditions compared to ERA-I. Before providing details on the added value
assessment, a definition should be given. As illustrated byDi Luca et al. [2015], several definitions of added value
are used in the RCM community, including but not limited to observational added value, conjectural added
value, and potential added value. In the present study, the term observational added value is used, which is
straightforward, simple, and widely used in assessing RCMs by calculating some metric scores and comparing
them to the forcing data set.

The paper is organized as follows. Section 2 describes the forcing reanalysis data set, the hindcast simulation,
the observational data sets, and the evaluation methods used in the study. The evaluation and added value
issues of CCLM are considered in section 3. Section 4 includes the analysis of the wind conditions, in terms of
means, variability, and trends. The discussion and conclusions are in section 5.

2. Data Sets and Method
2.1. Global Reanalysis Data

The global atmospheric reanalysis ERA-I [Dee et al., 2011, 2014], a third-generation reanalysis, is produced by
the European Centre for Medium Range Weather Forecasts (ECMWF). It covers the period from 1 January
1979 to the present, with extensions forward in near-real time. The horizontal spatial resolution of ERA-I is
approximately 80 km (T255 spectral), the temporal output interval is 6 h, and it has 60 levels vertically from
the surface up to 0.1 hPa. A four-dimensional variational analysis (4D-Var) was adopted to produce ERA-I, with
much improvement over earlier reanalysis, such as ERA-40 [Uppala et al., 2005], in terms of low-frequency
variability, the hydrological cycle, temporal consistency, and the quality of stratospheric circulation.

2.2. Regional Atmospheric Hindcast

The nonhydrostatic regional climate model CCLM (COSMO-CLM) [Rockel et al., 2008] [http://www.clm-com-
munity.eu/] version 4.14 is used to perform the regional climate hindcast over BYS. The CCLM is the climate
version of the COSMO weather prediction model, which was developed by Deutscher Wetterdienst.

The temporal integration of the simulation is carried out using the Runge-Kutta scheme with a time step of
60 s. The initial and boundary conditions, as well as the spectrally nudging constraints of the hindcast simula-
tion, are provided by the reanalysis ERA-I with 6-hourly update frequencies. The interior spectral nudging

Figure 1. (a) Geographical location of the Bohai Sea and the Yellow Sea (rectangle) in East Asia, (b) Orography of the
simulation domain: red points indicate coastal stations, and dark magenta refers to offshore stations. The border between
the Bohai Sea and the Yellow Sea is markedwith a yellow dashed line. SDP, LDP, KP, and JI represent the Shandong Peninsula,
Liaodong Peninsula, Korean Peninsula, and Jeju Island, respectively.
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technique [von Storch et al., 2000] is applied at every third time step on the horizontal wind fields with levels
above 850 hPa. It can keep the model solution close to the forcing at large scales and develop local or regio-
nal scale processes on its own, whereas for the standard boundary forcing technique, the internal state of the
regional model conflicts with the large-scale state of the forcing data. Land surface conditions, such as land-
sea masks, soil types, and vegetation, are provided by the CLM community (http://www.clm-community.eu/).
The horizontal resolution is 0.0625° (approximately 7 km), with 168 × 190 grid points in the longitudinal and
latitudinal directions, and 10 grid boxes are set as a sponge zone at the lateral boundary at each side
(Figure 1). The choice of horizontal resolution is based on setup experiences with COSMO weather prediction
models as well as the balance between overall experiment design and computational performance. There are
40 levels in the vertical direction. Various physical parameterizations are used. The TERRA-ML scheme
[Schrodin and Heise, 2002] is used for land surface processes. The cumulus convection is parameterized based
on Tiedtke [1989] and the radiation scheme from Ritter and Geleyn [1992]. A Kessler-type scheme [Kessler, 1969]
is used for microphysics, including snow and cloud ice processes.

2.3. Observation Data

Two types of observational data are used to verify the simulated winds: QuikSCAT satellite data and in situ
wind data from buoys, tower, and platform stations (Table 1).
2.3.1. QuikSCAT Satellite Data
The QuikSCAT satellite is in a Sun-synchronous orbit. Each orbit lasts 100 min, and the travelling speed is
7 km s�1. The data set product used here is the latest reprocessed version 3 of the QuikSCAT Level 2B wind
data (QuikSCAT L2BV3), which is provided on a nonuniform grid within the swath at a 12.5 km pixel resolu-
tion. It has several improvements over the previous QuikSCAT L2B winds, including changes in measurement
binning, the application of improved Geophysical Model Function, the correction of rain contaminated
winds, and the discarding of cross track depended wind speed biases. The product demonstrates reliable
quality, with root-mean-square errors of wind speeds (direction) at 1.5m s�1 (17°) when compared to both
numerical weather products (ECMWF, rain-free day) and buoy observations [Fore et al., 2014].

To verify the simulated wind speeds, some preprocessing work has been conducted to colocate the
QuikSCAT L2BV3 swath data to the CCLM grid (Figure 1). QuikSCAT measurements within a half-grid mesh
size (approximately 3.5 km) in the longitude and latitude directions from the CCLM grid points and 10min
from the simulated full hour are averaged and assigned as “observations” for the simulated grid. All
QuikSCAT measurements below 3 or above 25m s�1 are not used in the colocation procedure because of
the limited quality of light and extreme winds [e.g., Hoffman and Leidner, 2005; Winterfeldt et al., 2011;
Moroni et al., 2013]. Eventually, a grid data set was generated extending across 10 years from December
1999 to November 2009, which is hereafter named QuikSCAT.
2.3.2. In Situ Data
Observation wind data recorded at seven stations are obtained from the National Marine Data and
Information Service of China (NMDIS) and the National Climatic Data Center (NCDC) of the United States.
The in situ data are divided into two types, coastal and offshore measurements, based on the distances of
their locations to the coastline (Figure 1b). Detailed information is given in Table 1. For comparisons with
the simulated wind speeds, the observational wind data are converted to a height of 10m, taking into
consideration the wave dependence of the roughness length via the Charnock relation [Stull, 1988].

Table 1. List of Wind Speed Observation Sites and Their Locations (Longitude, Latitude), Observation Periods, Numbers
of Valid Pairs (Number), and Observation Heights

Station Longitude (°E) Latitude (°N) Period Number Height (m)

Coastal Measurement
CHA 120.717 37.933 1986/01–2010/12 59816 40
FLA 120.483 35.967 1979/01–2002/06 15241 25
HEU 125.451 34.687 2001/07–2010/12 26888 68.5
SEO 126.50 36.13 2005/01–2007/08 15822 3

Offshore Measurement
M01 119.950 38.967 1988/10–2000/04 4351 6
M02 119.683 38.350 1986/05–1993/12 8014 6
IEO 125.18 32.12 2005/01–2007/03 11099 42

Journal of Geophysical Research: Atmospheres 10.1002/2015JD024177

LI ET AL. WIND HINDCAST EVALUATION AND CLIMATOLOGY 114

http://www.clm-community.eu/


2.4. Evaluation Methods

For comparisons with CCLM wind data, the coarse-resolution (6-hourly frequency and approximately
80 km spatial resolution) ERA-I wind data are interpolated to hourly data in time and to the CCLM grid.
When compared with station observation data, ERA-I and CCLM grid data are interpolated to the stations’
locations using the nearest-neighbor method. Only simultaneous pairs between modelled winds (ERA-I,
CCLM) and observed winds are selected for the verification process. When compared against the satellite
data, ERA-I and CCLM data are spatially and temporally masked based on the availability of QuikSCAT
data (3–25m/s).

Several statistical measures are used to evaluate the quality of modelled wind speeds, including mean
bias (Bias), correlation coefficient (Corr), root mean square error (RMSE), standard deviation (SD), and
the normalized RMSE by SD (NRMSE). Furthermore, modified Brier Skill Score (BSS) [e.g., Winterfeldt
et al., 2011] is used to assess the added value from dynamical downscaling in comparison with the
driving reanalysis ERA-I:

BSS ¼ 1� σ2 xC ; xQð Þ=σ2 xE ; xQð Þ if σ2 xC ; xQð Þ ≤ σ2 xE ; xQð Þ
σ2 xE ; xQð Þ=σ2 xC ; xQð Þ � 1 if σ2 xC; xQð Þ > σ2 xE ; xQð Þ

(
; (1)

where σ(xC, xQ) and σ(xE, xQ) represent the error standard deviations of the CCLM wind speeds (xC) and the
ERA-I wind speeds (xE), respectively, and xQ refers to the QuikSCAT wind speeds. The BSS value ranges from
�1 to 1: a negative value indicates that ERA-I fits better to QuikSCAT than CCLM, and positive values mean
that there is added value in the CCLM winds compared to ERA-I wind speeds.

Sen’s slope estimator [Sen, 1968] is used to assess the linear trend magnitudes of wind speeds over the BYS.
The estimator is the median one among slopes determined by all pairs of sample points. The Mann-Kendall
significance test (MK test) [Mann, 1945; Kendall, 1948] has been used to test the significance of trend. The test
generally assumes that the data are independently and identically distributed, which is generally not the case
for climate data. The existence of serial correlation in the climate data will increase the probability of signifi-
cant trends detected by the MK test [e.g., von Storch, 1995]. In other words, in application, significant trends
detected by the MK test may be generated either because of the real trend signal or merely because the data
are serially correlated [Blain, 2013]. To limit the influence of serial correlation on the MK test, the Yue-Pilon
prewhitening method [Yue et al., 2002] has been used in our study to remove lag-one autoregressive
processes and obtain independent series for the MK test.

Figure 2. (a) Number of valid colocations between CCLM and QuikSCAT data for wind speeds range of 3–25m s�1,
(b) Mean wind speeds of colocated QuikSCAT (3–25m s�1) data during December 1999 and November 2009.
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3. Results
3.1. General Assessment of CCLM Wind Hindcast

The number of valid co-locations between CCLM and QuikSCAT for wind speeds between 3 and 25m s�1

during the 10 year period (December 1999 to November 2009) varies from 400 to 750 (Figure 2). More colo-
cations are in the western coastal area (more than 550) than in the eastern area (less than 500), which is due
to the orbit specification of QuikSCAT, which results in better coverage by scatterometer swaths for the
western area than the eastern area. Furthermore, coastline or island contaminations of backscatter measure-
ments lead to the unavailability of QuikSCAT in near coastal regions, especially for the coastal area of the
Korean Peninsula (Figure 2a), where the coastline is complex and islands are widely distributed. Although
we mainly investigate the QuikSCAT winds in the range of 3 to 25m s�1 in this study, we have determined
the proportions of colocated wind speeds less than 3m s�1 as 10% to 20% of all colocations for most parts
of the BYS and 5% to 10% for the southeastern part but more than 20% for the northeastern corner of YS.

Figure 3. Colocated mean wind speeds (m s�1) for (a) ERA-I, (b) CCLM, and the bias of colocated mean wind speeds
between (c) ERA-I and QuikSCAT and between (d) CCLM and QuikSCAT.

Journal of Geophysical Research: Atmospheres 10.1002/2015JD024177

LI ET AL. WIND HINDCAST EVALUATION AND CLIMATOLOGY 116



The proportions of colocated wind
speeds larger than 25m s�1 are negli-
gible, ranging between 0 and 0.2%
for most areas. Figure 2b shows that
the mean QuikSCAT wind speeds
are approximately 7m s�1 for most
areas, while slightly lower mean wind
speeds prevail in coastal regions and
higher mean values of approximately
8m s�1 are found in the southeastern
part of the research domain.

The mean wind speeds of ERA-I,
CCLM, and their differences from
mean wind speeds of QuikSCAT are
shown in Figure 3. The mean wind
patterns of ERA-I and CCLM are similar
to that of QuikSCAT (Figure 2b), with
generally slightly lower values along
coastal areas and higher values in
the southeastern part of the research
domain. ERA-I and CCLM underesti-
mate the mean wind speeds for the
entire domain when compared with
QuikSCAT, with a 0.5 to 1ms�1 under-
estimation in the central YS by both
ERA-I and CCLM. For the whole BS,
the coastal area of the YS, and the area

around Jeju Island (JI), ERA-I underestimates QuikSCAT winds, with values ranging from 0.5 to 2.5m s�1; this
bias is reduced by CCLM, with values of 0.1 to 0.5m s�1 in the area around JI and up to 1.2m s�1 in the coastal
areas of BYS. CCLM performs better than ERA-I in terms of mean wind speeds in coastal and island areas with
complex surroundings and orography.

To assess the improvement from dynamical downscaling using CCLM, the BSS is calculated (Figure 4). The
positive BSS values indicate that added value is distributed along the coastal areas of the BYS and east to
JI. On the other hand, there is no added value in the offshore area, as indicated by negative BSS values.
The result shown here is consistent with the bias metrics shown in Figures 3c and 3d as well as with the
results of Sotillo et al. [2005] and Winterfeldt et al. [2011] in the Mediterranean Sea and the European water
area, respectively.

Additionally, comparisons of CCLM and ERA-I against some coastal and offshore station observations have
been conducted (Figures 5 and 6). According to the statistical measures for coastal results (Figure 5), the
absolute biases are largely reduced by CCLM when compared with ERA-I, especially for station FLA, with bias
reductions up to 1.2m s�1. The RMSEs of approximately 2.0m s�1 (except for FLA with 3m s�1) are generally
reduced in the CCLM results. CCLM is also characterized with better reproduction of wind variability (standard
deviation) than ERA-I. Based on the scatter plots, qq plots, and Kernel density estimation contours, the CCLM
consistently has a better representation of coastal wind speed observations than ERA-I, especially for station
SEO. In addition, for stations FLA and SEO, the improvement in wind speed distributions by CCLM tends to be
more pronounced with strong winds than with light winds. In summary, CCLM fits the coastal observations
closely and is much improved relative to ERA-I, especially for the strong wind speeds at coastal stations.

Figure 6 shows the same results as Figure 5 but for offshore stations. According to the given statistical mea-
sures and plots, we do not observe improvement by CCLM relative to ERA-I. Bias, RMSE, and SD for station
M01 and bias for station M02 of CCLM are slightly better than those of ERA-I, whereas for the other measures,
CCLM does not show any improvement relative to ERA-I. The wind speed frequency distributions between
CCLM and ERA-I are similar for all three offshore stations.

Figure 4. Brier skill score (equation (1)) distribution of CCLM relative to ERA-I
with QuikSCAT as reference (“true”) field.
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Figure 5. (left column) Comparison of CCLM (y axis) and (right column) ERA-I (y axis) with four coastal station (CHA, FLA,
HEU, and SEO) wind observations (x axis): scatter plots (grey dots), qq plots (red dots), and several statistical measures
(valid numbers of observations, bias, correlation (Corr), root-mean-square error (RMSE), mean and standard deviation (SD)).
The kernel density estimations (contour lines) are included.
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In summary, CCLM provides a realistic representation of wind speeds, and it tends to provide considerable
improvements relative to the forcing data set ERA-I in coastal areas. In offshore areas, we cannot detect
improvement by CCLM.

3.2. Assessment of CCLM in Reproducing Different Wind Intensities

To assess the ability of CCLM to represent different wind intensities, three classes of QuikSCAT wind speeds
are clarified, with light winds at 3.0 to 5.5m s�1, moderate winds at 5.5 to 10.8m s�1, and strong winds

D

D

D D

D

D

Figure 6. Same as Figure 5 but for three offshore stations (M01, M02, and IEO).
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greater than 10.8m s�1. The spatial distribution of measures, including the proportion of all data within 3 to
25m s�1, bias, RMSE, and BSS, are used in the statistical analysis and are shown in Figure 7.

A total of 40% of all valid observations are light wind speeds (Figures 7a, 7d, 7g, and 7j), with fewer than
30% in the southeastern part of the research domain. The bias is within ±1.0m s�1 for the whole area,
and in most points, CCLM overestimates the observed values. The RMSE values are generally less than
2.0m s�1, with values larger than 2.0m s�1 in some areas of BS and the northern YS coast. The BSS values
are less than zero for nearly all regions, which indicates that CCLM does not add value to the light wind
speeds relative to ERA-I.

Figure 7. Measures for different wind intensities ((a, d, g, and j) 3.0–5.5m s�1, (b, e, h, and k) 5.5–10.8m s�1, (c, f, i, and l) 10.
8–25ms�1): (Figures 7a–7c) the percentage of each wind intensity in the valid colocation number of QuikSCAT (3.0–25ms�1),
(Figures 7d–7f) mean bias distributions of colocated CCLM and QuikSCAT, (Figures 7g–7i) root-mean-square error
distributions of colocated CCLM and QuikSCAT, (Figures 7j–7l) Brier skill score distributions of CCLM relative to ERA-I with
QuikSCAT as a reference (“true”) field.
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The moderate winds (Figures 7b, 7e, 7h, and 7k) are dominant, accounting for 50% to 60% of all valid obser-
vations in most areas. The proportion is less than 50% over parts of the BS and along the northern YS coast
and is more than 60% along the southwest YS coast. The biases of CCLMmoderate winds mostly range from 0
to �1m s�1 and range from �1.0 and �2.0m s�1 in some areas along the coast and around islands
(Figure 7e). The RMSE values are generally less than 2.0m s�1, but they are larger than 2.0m s�1 in the BS
and coastal YS areas. The BSS distribution is similar to the one shown in Figure 4, in which added value is
indicated by positive BSS along the coasts, while no added value is found in the offshore areas.

For strong wind speeds (Figures 7c, 7f, 7i, and 7l), percentages generally range from 10% to 20% but are less
than 10% in parts of the BS area and the southwestern part of the YS, and are more than 20% in the south-
eastern part of the domain. The strong wind speeds are underestimated by CCLM by 1.0–3.0m s�1, and the
RMSE values are larger than 2.5m s�1 in most areas. Even larger RMSE values (>3.5m s�1) are distributed
along the coasts. The BSS (Figure 7l) points to added value in the entire BS and coastal YS areas. There is
no indication of added value in the offshore YS areas.

Overall, CCLM performs better in terms of bias and RMSE for light and moderate wind speeds than for strong
winds. Light wind speeds are overestimated by CCLM, and strong winds are underestimated. In terms of
added value (as indicated by BSS; Figures 7j–7l), CCLM tend to have more improvement over the driving
ERA-I data set for strong winds than for light and moderate winds, and the added value is mostly generated
over the coastal areas of BYS, rather than the offshore areas. However, we need to be aware that the light
winds we have considered here only include the 3.0 to 5.5m s�1 range.

3.3. Seasonality Assessment of CCLM Winds

We subsample the co-located data into the four seasons, winter (December–February, DJF), spring (March–May,
MAM), summer (June–August, JJA), and autumn (September–November, SON), to assess the seasonal perfor-
mance of CCLM in reproducing wind speeds. Figure 8 shows the distribution of the statistical measures of
CCLM compared with the QuikSCAT data. Figures 8a–8d indicate that CCLM tends to underestimate wind
speeds in winter and autumn by approximately 1.0m s�1 and to overestimate winds in some areas in spring
and summer. The overestimation in spring is in the BS and northern YS areas as well as the southern coastal
YS areas and is mainly along the coastal BYS areas in summer. Furthermore, the seasonal area-averaged wind
speeds of CCLM, ERA-I, and QuikSCAT as well as their spatial standard deviations (Figure 9) indicate an
underestimation by CCLM and ERA-I for all seasons. However, CCLM has improvements in spring, summer,
and autumn relative to ERA-I, especially for the summer season, with considerable bias reduction.

Correlations between CCLM and QuikSCAT winds are much higher in winter and autumn than in spring and
summer (Figures 8e–8g). During winter and autumn, the correlations are approximately 0.85, but up to 0.90
in some areas, and are generally more than 0.70 in the coastal area. During spring, the values are mostly larger
than 0.70, with values of approximately 0.60 in the coastal areas; however, in summer, correlations are approxi-
mately 0.70 in most areas and lower than 0.60 in some coastal areas. The RMSE has values of app. 2.0m s�1 in
offshores areas and somewhat larger values of approximately 2.5m s�1 or more in coastal or island areas.
Seasonal differences are small, except for summer, which has relatively larger RMSE values. According to the
BSS during winter and spring (Figures 8m and 8n), added value is present in coastal areas but not in offshore
areas. Figures 8o and 8p show that there are more coastal areas with added value in summer and autumn than
in winter and spring. In summer, there are indications for added value even in parts of the offshore areas.

In summary, we can see that CCLM has good agreement with observations in different seasons; however, the
performance of CCLM varies strongly from season to season, especially between summer and the other
seasons. CCLM tends to have poorer performance in reproducing winds in summer than in the other three
seasons in terms of correlation and RMSE; however, when considering bias and BSS, CCLM offers improve-
ments relative to ERA-I in summer. The assessment scores based on station-observed data are consistent with
those based on QuikSCAT data. The minor differences between them are inevitable given the different
temporal and spatial coverage (not shown here).

3.4. Added Value of Wind Variability of Different Scales

Global reanalyses or global climate simulations are more realistic in terms of large-scale dynamics,
while the RCMs are expected to be better in resolving medium-scale phenomena [von Storch, 1999;
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Hong and Kanamitsu, 2014; Xue et al., 2014]. To clearly distinguish the scale-dependent added value by
CCLM, a scale separation is necessary.

Here we use a spatial digital filter [Feser and von Storch, 2005] to perform the scale separation. The two-
dimensional isotropic discrete filters with footprints of 21 × 21 grid points are constructed to determine
the scale-dependent components of two-dimensional fields. The setup of grid number of footprints aims

Figure 8. Seasonal statistical measures of CCLM compared with QuikSCAT data: (a–d) mean bias (m s�1), (e–h) correlation coefficients, (i–l) root-mean-square error
(m s�1), and (m–p) Brier skill score.
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to get rid of the effect of sponge zone
on filtered results [cf. Feser and von
Storch, 2005]. We consider a large-
scale (low-pass) and a medium-scale
(band-pass) component of the sur-
face wind speeds.

The filter parameters are optimized
using the method of Feser and von
Storch [2005]. For the low-pass filter,
the retained (relative to the consid-
ered region) wavenumber range is 0
to 4, meaning that features larger
than 300 km (which are supposedly
well resolved by ERA-I) can pass this
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Figure 9. Barplots of area-averaged seasonal mean wind speeds by CCLM,
ERA-I, and QuikSCAT (3–25m/s). The error bars indicate the spatial stan-
dard deviations.

Figure 10. Standard deviation ratio distribution of QuikSCAT grid data to those of (a) ERA-I, (b) CCLM, (c) low-pass ERA-I
(ERA-I_lp), and (d) low-pass CCLM (CCLM_lp). The land and sponge boundary areas are indicated in grey.
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filter. The retained relative wave number range of our medium-pass filter is set at 8 to 18, which retains
phenomena with scales ranging from 65 to 150 km. However, it is important to note that the response func-
tion of a digital filter is smooth, which means that the filtered scales are not sharply truncated. For example, in
the case of medium-scale features, the large- or small-scale features are not completely but only mostly
removed. Furthermore, the spatial digital filter is performed only on the ERA-I and CCLM wind fields.
Because of the sparse temporal and spatial coverage of QuikSCAT, a scale separation is not possible for this
data set. The filtered ERA-I and CCLM wind fields are then temporally and spatially masked based on the
availability of QuikSCAT data. The assessment of scale-dependent added value is based on the ratio of
standard deviation, as indicated in Figure 10.

Figures 10a and 10b show the ratio of standard deviations of QuikSCAT grid data to ERA-I and CCLM. As we
can see, a large part of BYS in Figure 10a is characterized by ratios larger than 1.1, which means that the
QuikSCAT data have higher variability than those of ERA-I. However, in Figure 10b, a much higher agreement
between CCLM and QuikSCAT data has been found, as most areas have ratios ranging from 0.9 to 1.1. Most of
the improvement is over the BS and coastal areas of the YS. Therefore, we can say that added values are
generated by CCLM relative to ERA-I in terms of wind variability, which is consistent with the results of
previous sections.

After the low-pass spatial filter is applied to ERA-I and CCLM, we find various levels of change for the
ERA-I group (Figures 10a and 10c) and the CCLM group (Figures 10b and 10d). The general patterns of
ratios shown in Figures 10a and 10c are similar and are characterized by small differences. This result
means that the low-pass filtered ERA-I is almost consistent with the ERA-I full wind field in wind varia-
bility, indicating that ERA-I can well represent relatively large-scale features but barely represent
medium- or small-scale features. In terms of the CCLM group, however, we see worse metric values
(Figure 10d) than the ones shown in Figure 10b, which indicates that the CCLM full field can represent
wind variability with better skills than the low-pass filtered CCLM field. For this reason, we conclude
that CCLM has added value in medium- or small-scale features in terms of wind variability relative
to ERA-I.

In Table 2, we summarize the area-averaged standard deviations (SD) of the complete co-location fields of
QuikSCAT, CCLM, and ERA-I, as well as low-pass filtered (SD_lp) and band-pass filtered (SD_bp) CCLM and
ERA-I for the entire period and for the four seasons. In terms of standard deviation, we can see that the values
of CCLM are much closer to QuikSCAT than those of ERA-I, especially during summer and autumn seasons.
For SD_lp, we see the values are consistent between ERA-I and CCLM, with some differences in summer
and autumn, indicating the general consistency of the large scale represented by ERA-I and CCLM. When
considering SD_bp, we see the values of CCLM are much larger than those of ERA-I.

Therefore, we can conclude that wind variability can be better represented by CCLM than by ERA-I when
compared with QuikSCAT, and the improvement is mainly due to the medium-scale features. The results
herein are reasonable as the large scale of CCLM is spectrally nudged to the one of ERA-I, however, CCLM
is free to develop fine-scale features without the limitations of ERA-I.

4. Analysis of Sea Surface Wind Climatologies

The evaluation undertaken in the previous sections revealed that the sea surface wind over the BYS is well
represented by the CCLM hindcast driven by ERA-I. The hindcast, with high resolution in temporal and spatial
scales as well as a long-term period (1979–2012), is an ideal source to analyse the wind climatology in our
study domain.

Table 2. Area-Averaged Standard Deviation (SD) of Complete Colocation Data Sets QuikSCAT (Q), ERA-I (E) and CCLM (C), Low-Pass Filtered (SD_lp), and Band-Pass
Filtered (SD_bp) CCLM, and ERA-I in the Colocation Period (All) and for the Four Seasons

All DJF MAM JJA SON

SD SD_lp SD_bp SD SD_lp SD_bp SD SD_lp SD_bp SD SD_lp SD_bp SD SD_lp SD_bp

Q 2.89 3.0 2.68 2.45 2.83
E 2.61 2.58 0.60 2.71 2.68 0.62 2.44 2.42 0.56 2.19 2.15 0.51 2.58 2.55 0.60
C 2.71 2.58 0.82 2.74 2.63 0.78 2.52 2.39 0.78 2.48 2.33 0.80 2.74 2.61 0.81
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Figure 11 shows themean wind speeds, themean annual 99th percentile wind speeds, and their linear trends
from 1979 to 2012. The mean wind speeds range in space from 4.0m s�1 to 7.5m s�1, with low values along
the coasts and relatively larger values in the offshore areas. The mean wind speeds increase from north to
south and have the largest values in the southeastern part of our study domain (Figure 11a). The distribution
is very similar to the field derived from the QuikSCAT-related subset shown in Figure 3. The characteristics of
the mean annual 99th percentiles (Figure 11b) are similar to the mean field, however, the values are approxi-
mately 12.5m s�1 in the coastal areas, approximately 14.5m s�1 in the central BYS, and more than 15.0m s�1

in the southeastern part. The mean wind speeds increase significantly in the south of YS, with a strength of
0.06m s�1 decade�1 and more, and some areas can reach up to 0.1m s�1 decade�1 (Figure 11c); in most
areas of BS and north YS, no significant trend is detected. The trends of themean annual 99th percentile wind
speeds (Figure 11d) vary substantially in the BS and YS areas, with values between 0.18m s�1 decade�1 and
�0.18m s�1 decade�1; however, these trends generally did not pass the significance test at the 0.05 level.

Figure 11. CCLMwind climatology from 1979 to 2012: (a) annual meanwind speeds (m s�1), (b) mean annual 99th percen-
tile wind speeds (m s�1), (c) linear trends of Figure 11a with unit m s�1 decade�1, the black dotted areas are at a 0.05
significance level, and (d) the same as Figure 11c but for linear trends of Figure 11b.
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Figure 12. (a–d) CCLM seasonal mean wind speeds (m s�1), (e–h) CCLM linear trend (m s�1 decade�1) of seasonal mean
wind speeds from 1979 to 2012, and the black dotted areas are at a 0.05 significance level.
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The seasonal mean wind speeds and corresponding linear trends from 1979 to 2012 are shown in Figure 12.
Low mean wind speeds are found in the coastal areas, and various spatial distributions are observed in the off-
shore areas. The seasonal meanwind speeds are largest in winter and smallest in summer (Figures 12a and 12c).
The spatial distributions are more uniform in spring and summer (Figures 12b and 12c) than in winter and
autumn (Figures 12a and 12d). In terms of the trend distribution of seasonal mean wind speeds, we find strong
positive trends in winter (Figure 12e), with strength up to 0.18ms�1 decade�1 at 0.05 significance levels.
Significant positive trends in spring (Figure 12f) are mainly distributed in the southern YS, with values larger
than 0.12ms�1 decade�1, and some weak negative trends are observed in two areas. Figure 12g shows nega-
tive trends in the northern YS and positive trends in the southwestern YS in summer, with strength larger than
0.12ms�1 decade�1 at a 0.05 significance level. We also assess the trend of seasonal 99th percentile wind
speeds (not shown here). We find strong positive trends with strength up to 0.3m s�1 decade�1 at 0.05 signifi-
cance levels in the western YS in winter as well as in southwestern and southeastern YS in spring. In summer
and autumn, the trends are mainly negative in the YS and mainly positive in the BS, with strength up to
0.5m s�1 decade�1; however, these trends generally did not pass the significance test at the 0.05 level.

5. Discussion and Conclusions

In this study, a 34 year (1979–2012) wind hindcast with a high resolution (7 km) has been performed over the
Bohai Sea and the Yellow Sea in East Asia using the regional atmospheric model CCLM driven by reanalysis
data set ERA-I. The quality of the wind hindcast is first assessed by comparisons against station observations
and QuikSCAT data using different statistical measures. During the assessment process, two main issues are
addressed: whether CCLM and ERA-I can reproduce the real wind conditions in the BYS, including general
wind characteristics, seasonal variability, and wind intensities features, and whether CCLM can add value
to the description of the wind fields compared to ERA-I.

Through comparisons with QuikSCAT, we found that CCLM has reliable performance in reproducing the
observed wind speeds and can produce improvements relative to ERA-I, especially in coastal areas with
complex orography, whereas there is no added value in the offshore areas of the open sea.

The assessment of the performance of CCLM at different wind intensities shows that CCLM is better at
representing light and moderate wind speeds than strong wind speeds; however, in regard to strong winds,
CCLM generates added value for a larger area relative to ERA-I than it does for light or moderate wind speeds.
Strong seasonal variability is found, and CCLM tends to have better performance in reproducing wind in
spring, autumn, and winter than in summer in terms of correlation and root mean square error with
QuikSCAT. With respect to bias, CCLM showsmore improvement relative to ERA-I in summer than in the other
three seasons. In terms of added value measured by the Brier skill score, we see CCLM primarily adding value
in the coastal areas in all seasons, as expected; however, larger areas of added value can be detected in
summer and autumn than in winter and spring.

The result, i.e., added value is generated in the coastal water areas rather than in offshore areas, confirms
previous findings over Europeanwater areas by Sotillo et al. [2005] andWinterfeldt et al. [2011]. As revealed by
section 3.4 using the spatial filter method, the added value is highly related to the better representation of
medium-scale features by CCLM. These analyses focus on the quantitative analysis of the total added value
by RCM, but some physical processes underlying this statistical added value have not been investigated.
The medium-scale processes in the coastal areas of BYS, including flow blocking, sea-land fronts, vortex
street, and mountain gap winds [Wang, 2006; Chung and Kim, 2008; Liang et al., 2013], are highly related to
local orography, which may be dominant factors that contribute to the added value of CCLM in coastal
and island areas. Mesoscale convective systems and low level jets are widely distributed in our research
domain, especially during summer [Chen et al., 1999; Li et al., 2012; Du et al., 2014], which increases the poten-
tial of added value in the summer compared to other seasons. Additionally, the weather system is highly
affected by some synoptic or sub-synoptic systems, such as tropical cyclones (TCs). We found that some
strong or extreme wind cases are related to TCs and are better reproduced by CCLM than by ERA-I, especially
in terms of wind intensities (not shown here), which may be another potential factor involved in added value.
However, in this study, we mainly focus on the total added value using statistical metric scores. The
underlying physical processes that contribute to total added value compared to the forcing data set ERA-I
by CCLM will be investigated in the future in more detail.
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Additionally, the annual, seasonal, and extreme wind climatologies, as well as the corresponding trend
distributions, have been briefly investigated in this paper. The trend analysis of themean wind speeds reveals
strong spatial and seasonal variations, with significant increases in the southern YS, with trends generally
larger than 0.06m s�1 decade�1, which is consistent with the wind trend map computed by Wentz et al.
[2007] using satellite observations from 1987 to 2006. These trends in the southern YS are much stronger
in winter and spring, with values of more than 0.12m s�1 decade�1. Oey et al. [2013] also revealed an increas-
ing trend of northeasterly winds in winter on the eastern coast of China and related this increase with the
warming of Chinese shelf seas within a positive feedback triggered by the El Nino in 1997–1998.

In summary, the high-resolution model-reconstructed wind data set proves to be robust in reproducing the
surface wind conditions over the BYS over recent decades (1979–2012), and it can add value to the driving
data set. The data set can be widely used in coastal and offshore applications, such as the building code of
oil platform, which are significantly affected by wind conditions, especially by extreme wind events.
Offshore wind energy assessments have been conducted based on the data set, which is a reference for wind
farm constructions. This data set can also be used as forcing for others, such as wave and storm surge
simulations, which can contribute greatly to a comprehensive assessment of themarine climate over the BYS.
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